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Protein Surface Recognition: Structural Characterisation of Cytochrome c–
Porphyrin Complexes

Peter B. Crowley,*[a] Prasad Ganji,[b] and Hasim Ibrahim[b]

One of the challenges that faces chemical biology is
the design of molecules that inhibit protein–protein
interactions.[1] Generally, protein complexes involve
hydrophobic surface patches, the size and shape of
which contribute to the binding affinity.[2–5] Specificity,
on the other hand, is achieved through polar interac-
tions such as hydrogen bonds, salt bridges and
cation–p pairs.[2, 6, 7] The challenge with inhibitor
design, therefore, is to encode a small molecule with
sufficient recognition information to approximate the
surface presented by the protein. Indeed, the broad
range of binding affinities (transient complexes have
small interfaces whereas permanent protein assem-
blies employ large rugged interfaces) suggests in-
creasing levels of design difficulty. The investigation
of protein surface ligands can provide useful informa-
tion towards the goal of rational inhibitor design.
Transient protein complexes are exemplified by the

high-turnover interactions utilised in biological elec-
tron transport.[8] The analysis of crystallographic and
NMR spectroscopic data indicate that redox proteins
form transient complexes via small flat binding sites
(�500 52 buried surface per protein), the core of
which is hydrophobic and encompasses the redox co-
factor or a surface-exposed ligand of the active
site.[5, 9–13] Polar and charged side chains take up the
periphery of the binding site, and frequently there is
a juxtaposition of complementary charged groups
across the interface.[10–13] For instance, the positively
charged Lys residues that surround the exposed
haem edge of cytochrome c (cyt c) are complemented by clus-
ters of Asp and Glu side chains on cytochrome c peroxidase
(Figure 1).[11,12]

The architecture of the redox protein-binding site[10] sug-
gests a surface-ligand design based on a hydrophobic core sur-
rounded by polar/charged groups. Porphyrins have received
considerable attention in this regard,[14–20] and the general im-
portance of aromatic rings in protein–ligand interactions has
been highlighted.[21] Porphyrins are especially versatile tem-
plates as their synthesis allows the introduction of a range of

substituents to control the solubility, polarity and charge of
the molecule. Thus, in the case of surface ligands for cyt c, por-
phyrins that bear carboxyphenyl or negatively charged amino
acid derivatives have been studied.[15,16,20] While protein–ligand
binding affinities in the mm–nm range have been achieved, de-
pending on the relative proportion of acidic and aromatic
groups on the porphyrin periphery,[15,16] structural information
is lacking to date and the mode of porphyrin binding is un-
known.
We report here the characterisation of complex formation

between yeast cyt c (12.7 kDa) and two porphyrins (Figure 1)
as revealed by 2D 1H,15N correlation spectroscopy. The naturally
occurring coproporphyrin I (1), which bears four propionic acid
groups, and the synthetic octaacid porphyrin (2) were chosen
in light of previous studies.[16] Figure 2A illustrates the typical
changes to the 1H,15N HSQC spectrum of cyt c over the course
of titration with 1. Concentration-dependent chemical-shift
perturbations were observed for fifty-three backbone amide
resonances. The magnitude of the perturbations increased
with the amount of added ligand; this is indicative of fast ex-

Figure 1. PyMOL surface representation of cyt c[22] illustrating the positive (blue) and neg-
ative (red) electrostatic potentials. The exposed haem edge is shown as spheres. The por-
phyrins used in this study were coproporphyrin I (1) and 5,10,15,20-tetrakis-(3,5-dicarbox-
ylatophenyl)-porphyrin (2).
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change (on the NMR timescale) between the ligand-free and
ligand-bound forms of cyt c. Strikingly, the majority of the per-
turbed resonances experienced an upfield shift in the 1H di-
mension (Figure 2A).
A significant downfield shift was observed for one resonance

(Val20) only. As ring-current effects give rise to upfield shifts,
the chemical-shift changes indicate that the interactions of
cyt c with 1 are dominated by the porphyrin ring. The upfield
shifts might be due to weakening hydrogen bonds[23] since
porphyrin binding can destabilise the protein.[19] However,
such an explanation is unsatisfactory as changes in the protein
structure would give rise to larger and more varied effects in
the NMR spectra.
Similar cyt c resonances were affected by 1 and 2 but the

perturbations induced by 2 were smaller (Figure 2B) and there
were fewer upfield shifts. In fact, one of the largest perturba-

tions was a downfield shift of 0.15 ppm for the 1HN of Lys89.
While a number of resonances had a similar shift pattern in the
presence of either ligand, it appears that the mode of interac-
tion is different. In agreement with previous studies,[16] the
binding curves (Figure 3) demonstrate tighter binding for 2 (Kd

~0.07 mm), which saturates at approximately one equivalent. It
should be note that the lower affinity interaction with 1 (Kd=

0.4 mm) gave rise to larger chemical-shift perturbations (Fig-
ACHTUNGTRENNUNGures 2B and 3).
Porphyrin binding had a marginal effect on the line widths

of most cyt c resonances. The average line width, which was
measured for 70 backbone amide resonances was 17.2 Hz; this
increased to 20.0 Hz in the presence of excess porphyrin 1.
Large line width increases were observed for a few resonances
including Lys5, Arg13, Thr69 and Tyr97, and the resonance of
Glu21 was broadened beyond detection during titrations with

Figure 2. A) A region from the overlaid 1H,15N HSQC spectra of cyt c in the presence of increasing concentrations of 1. The reference spectrum (0.1 mm pure
cyt c) is black while successive titration points are coloured red (0.14), yellow (0.40), blue (0.86) and green (1.62 mm porphyrin 1). Note the large upfield shifts,
which are indicative of ring current effects. B) Plot of the average chemical-shift perturbations (Ddavg) experienced by the backbone amide resonances of cyt c
in the presence of excess 1 and 2. Gaps correspond to unassigned and Pro residues. The residues of cyt c are numbered from �5 to 103.[22] C) Chemical-shift
perturbation map of cyt c in the presence of 1. The molecular surface was generated in PyMOL by using the crystal structure of cyt c.[22] Residues for which
the amide resonances experienced small (Ddavg>0.05 ppm), medium (Ddavg�0.10 ppm) or large (Ddavg�0.15 ppm) shifts are coloured yellow, orange and
red, respectively; the haem is shown in blue. The two images in the middle are oriented as in Figure 1, and the left and right panels are related by a 1808 ro-
tation. Upper images are related to lower images by 908 rotations as indicated.
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2. Such exchange broadening suggests that certain side chains
experience conformation changes[24] in order to accommodate
ligand binding.
Figure 2B shows a plot of the 1HN and 15N chemical-shift

changes averaged for each backbone amide. Mapping these
perturbations onto the crystal structure of cyt c[22] (Figure 2C)
reveals a large contiguous patch that covers about half of the
protein surface. Compared to transient protein complexes that
involve cyt c, the porphyrin binding surface is more extensive
and is not limited to the known protein-binding site around
the exposed haem edge.[10–12,25,26] The most pronounced effects
of porphyrin binding occur in and around the N-terminal helix.
Lys5, Leu9 and Asp90 are found at the centre of this patch
(Figure 2C). Additional hydrophobicity is provided by Leu85,
while the guanidinium of Arg13 is available to form a cation–p

interaction with the porphyrin ring. Significant chemical-shift
perturbations were detected for the resonances of ten Lys resi-
dues, eight of which are located in the vicinity of the haem.
An obvious feature of the chemical-shift map is that it en-

compasses a surface area several-fold larger than the area of
the porphyrin. This raises the question of whether there are
several distinct porphyrin-binding sites. However, it is clear
from the binding curves (Figure 3) that the data represent a
single binding event. In particular, the concentration depend-
ence of Dd was the same for amides located in different re-
gions of the cyt c structure. The extensive chemical-shift map
could also be an indication that ligand binding is experienced
indirectly. For instance, complex formation necessitates side-
chain conformation changes as well as alterations in protein
hydration, which can trigger chemical-shift changes in neigh-
bouring amides. Such indirect or transmitted effects serve to
explain why amides in the C-terminal helix experience shifts
despite being partly buried by the N-terminal helix. Neverthe-
less, it is difficult to envisage how indirect effects could perturb
the resonances of amides up to 20 5 distance from the bind-
ing site.
A more plausible explanation for the extensive chemical-

shift map relates to the nature of the protein–porphyrin inter-

action. If the complex is of low specificity, then the porphyrin
might be free to explore different surface patches on the pro-
tein. Such a dynamic ensemble of energetically similar inter-
ACHTUNGTRENNUNGactions has been proposed before for transient protein com-
plexes that involve cyt c. In such cases, despite reasonable as-
sociation constants (Ka ~104–105m

�1), the binding of cyt c does
not result in a single orientation.[12,25,26] The chemical-shift
changes associated with highly dynamic complexes can be
quite small (Ddavg ~0.05 ppm),[26] and it has been concluded
that Dd tends to zero as it is averaged over numerous different
contributions. Such “dynamic averaging” could be a contribu-
ting factor to the smaller perturbations observed for porphyrin
2 compared to 1.
Docking simulations of the interaction of cyt c and 1 support

the hypothesis that the protein–porphyrin complex exists as a
dynamic ensemble. Calculations were performed in Patch-
Dock,[27] which yields receptor–ligand configurations based on
optimal-shape complementarity. The similarity between the
chemical-shift map and the docking results is remarkable.
PatchDock predicts three regions on the protein surface, which
can accommodate a porphyrin ligand (Figure 4). Each of these

surfaces was highlighted by the chemical-shift mapping (Fig-
ure 2C). While the docking calculations favour interactions
with the “bottom” of cyt c (around Thr69), the NMR spectros-
copy data indicate that the predominant interaction is focused
around Lys5 and Leu9. Also, PatchDock did not identify the flat
surface around the haem edge as a binding site. This discrep-
ancy arises because the scoring function implemented in
PatchDock favours configurations that involve concave–convex
packing. (Note that the flatness of the haem face of cyt c is a
contributing factor to transient protein interactions.)[10] Overall,
the docking results suggest that the NMR spectroscopy data
represent an ensemble of protein–porphyrin interactions.

Figure 3. Binding isotherms for cyt c–porphyrin complexes. Labels indicate
the 1HN resonance that was monitored in the presence of porphyrin 1 (*). A
global fit of the data to a 1:1 binding model (solid line) yields a Kd=0.4 mm.
Also shown is a representative (Lys89) binding curve for porphyrin 2 (&).

Figure 4. Cyt c–porphyrin docked complexes calculated in Patchdock.[27]

Cyt c (oriented as in Figure 1) is illustrated as a ribbon diagram with the
haem group shown as spheres. The top ten docking results for porphyrin 1
are shown as sticks. Three of the top ten docking solutions involve interac-
tions at the Lys5-Leu9-Asp90 cluster on cyt c.
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How do these results fit in the context of previous studies?
The magnitude of the perturbations experienced by cyt c reso-
nances is surprisingly similar to the chemical-shift changes re-
ported for the haem-binding protein p22HBP in complex with
an ethylene glycol-modified porphyrin.[28] Protein p22HBP has
a broad specificity for porphyrins, and similar to the present
study, an extensive surface of the protein was found to be
ACHTUNGTRENNUNGaffected by porphyrin binding. From the binding map (Fig-
ure 2C) it is evident that porphyrin recognition by cyt c is ach-
ieved through surface patches of varying charge and polarity.
The variability of protein–porphyrin interactions is highlighted
also by protein crystal structures. For instance, in the complex
of peanut lectin and tetrasulfonatophenyl porphyrin (PDB ID:
1rir)[29] the protein–porphyrin contacts are mediated by the
ACHTUNGTRENNUNGhydrophobic side chains of Val and Ile. In contrast, in the N-
methyl-meso-porphyrin–antibody complex (PDB ID: 1n7m)[30]

the porphyrin is sandwiched between an Asp and Arg on the
L chain, and a Tyr on the H chain. Finally, the mode of porphy-
rin binding contrasts sharply with the complex of cyt c and
p-aminophenol.[31] The small size of the latter permits it to
occupy cavities on the protein surface, resulting in an interac-
tion with Phe36 on the back of cyt c.
In conclusion, the ligand design of a hydrophobic core with

a charged periphery results in a low-specificity interaction with
the protein surface. As a result, the complex exists as a dynam-
ic ensemble of energetically similar interactions. Current stud-
ies are concerned with increasing the specificity of the pro-
tein–porphyrin interaction. It is likely that porphyrins that bear
amino acid substituents[19] will provide the necessary recogni-
tion information to enhance specificity.

Experimental Section

Porphyrin 1 was purchased from Sigma. The synthesis and charac-
terisation of 2 was performed according to known methods.[32]

Stock concentrations of ligands were determined by UV/Vis spec-
troscopy by assuming extinction coefficients of e548=
16.8 mm

�1 cm�1 (0.1m HCl) for 1[18] and e516=18.6 mm
�1 cm�1 (0.1m

NaOH) for 2.[32]

15N-labelled Saccharomyces cerevisiae cyt c (that contained the
C102T mutation) was prepared and characterised according to
published methods.[33] For NMR spectroscopy studies, the typical
sample composition was 0.1 mm reduced cyt c, 25 mm potassium
phosphate, 50 mm NaCl, 0.1 mm sodium ascorbate (as a reductant)
and 10% D2O, pH 6.0. The sample pH was corrected to pH 6.0 after
each addition of ligand.

1H,15N HSQC spectra were acquired at 303 K with spectral widths of
14.1 ppm (1H) and 40.0 ppm (15N) by using a Varian 600 MHz NMR
system spectrometer. The analysis of ligand-induced chemical-shift
perturbations (Dd with respect to the spectrum of pure cyt c) was
performed in CARA (http://www.nmr.ch/). The perturbations were
averaged for each backbone amide resonance by using the formu-
la:

Dd ¼ ½ðDdN
2=25þ DdHN

2Þ=2	1=2 ð1Þ

where DdN and DdHN correspond to the change in the 15N and the
1HN chemical shifts, respectively.

Binding curves were obtained by plotting the magnitude of the
chemical-shift change (Dd) as a function of the concentration of
added ligand. The data were fit (nonlinear least squares) to a one-
site binding model, with Dd and [ligand] as the dependent and in-
dependent variables, respectively, and the maximum chemical-shift
change (DdMAX) and the dissociation constant (Kd) as the fit param-
eters. A global data analysis was performed in which the curves
were fit simultaneously to a single Kd value, while DdMAX was varied
for each resonance.

Docking calculations were implemented in PatchDock[27] by using
the crystal structure coordinates of cyt c (PDB ID: 1ycc[22]). The co-
ordinates for coproporphyrin I were obtained from PDB ID: 1nf4.[34]
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